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A Simple Example

**R Code**

```r
f <- function(x) {
  s <- 0.0
  for (y in x)
    s <- s + y
  s
}
```

**VM Assembly Code**

```
LDCONST 0.0
SETVAR s
POP
GETVAR x
STARTFOR y L2
  L1: GETVAR s
  GETVAR y
  ADD
  SETVAR s
  POP
  STEPFOR L1
L2: ENDFOR
  POP
  GETVAR s
  RETURN
```
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Some Performance Results

Timings for some simple benchmarks on an x86_64 Ubuntu laptop:
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<td>1.86</td>
<td>3.6</td>
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<td>11.4</td>
</tr>
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<td>14.48</td>
<td>4.30</td>
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<td>0.81</td>
<td>17.9</td>
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<tr>
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<td>56.82</td>
<td>23.68</td>
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<td>4.77</td>
<td>11.9</td>
</tr>
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*Interp.*, *Comp.* are for the development version of R
- includes some variable lookup improvements for compiled code

*Exper.*: experimental version using
- separate instructions for vector, matrix indexing
- typed stack to avoid allocating intermediate scalar values
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Parallelizing Vectorized Operations

Availability

- Package pnmath is available at
  http://www.stat.uiowa.edu/~luke/R/experimental/
- This requires a version of gcc that
  - supports Open MP
  - allows dlopen to be used on libgomp.so
- A version using just pthreads is available in pnmath0.
- Loading these packages replaces builtin operations by parallelized ones.
- For Linux, Mac OS X predetermined intercept calibrations are used.
- For other platforms a calibration test is run at package load time.
- The calibration can be run manually by calling calibratePnmath
- Hopefully we will be able to include this in R soon.
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Parallelizing Simple Matrix Operations

- Very preliminary results for colSums on an 8-core Linux machine:

<table>
<thead>
<tr>
<th>size</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5e−05</td>
<td>3.0e−05</td>
</tr>
</tbody>
</table>

- Preliminary results on OS X indicate cutoff levels may be much higher.
- Part of the implementation work was done by Xiao Yang.
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Some issues to consider:

- Again using too many processor cores for small problems can slow the computation down.
- `colSums` can be parallelized by rows or columns:
  - Handling groups of columns in parallel produces identical results to a sequential version.
  - Handling groups of rows in parallel changes numerical results slightly (floating point addition is not associative).
- `rowSums` is slightly more complex since locality of reference (column major storage) need to be taken into account.
- A number of other basic operations can be handled similarly.
- Simple uses of `apply` and `sweep` might also be handled along these lines.
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Using a Parallel BLAS

• Most core linear algebra calculations use the Basic Linear Algebra Subroutines library (BLAS).

• R has supported using a custom BLAS implementation for some time.

• Both Intel and AMD provide sequential and threaded accelerated BLAS implementations.

• Atlas and Goto’s BLAS also come in sequential and threaded versions.

• Very preliminary testing suggests that the Intel threaded BLAS works well for small and large matrices.

• Anecdotal evidence, that may no longer apply, suggests that this may not be true of some other threaded BLAS implementations.

• More testing is needed.
Most core linear algebra calculations use the Basic Linear Algebra Subroutines library (BLAS).

R has supported using a custom BLAS implementation for some time.

- Both Intel and AMD provide sequential and threaded accelerated BLAS implementations.
- Atlas and Goto’s BLAS also come in sequential and threaded versions.
- Very preliminary testing suggests that the Intel threaded BLAS works well for small and large matrices.
- Anecdotal evidence, that may no longer apply, suggests that this may not be true of some other threaded BLAS implementations.
- More testing is needed.
Most core linear algebra calculations use the Basic Linear Algebra Subroutines library (BLAS).

R has supported using a custom BLAS implementation for some time.

Both Intel and AMD provide sequential and threaded accelerated BLAS implementations.

Atlas and Goto’s BLAS also come in sequential and threaded versions.

Very preliminary testing suggests that the Intel threaded BLAS works well for small and large matrices.

Anecdotal evidence, that may no longer apply, suggests that this may not be true of some other threaded BLAS implementations.

More testing is needed.
Most core linear algebra calculations use the Basic Linear Algebra Subroutines library (BLAS).

R has supported using a custom BLAS implementation for some time.

Both Intel and AMD provide sequential and threaded accelerated BLAS implementations.

Atlas and Goto’s BLAS also come in sequential and threaded versions.

Very preliminary testing suggests that the Intel threaded BLAS works well for small and large matrices.

Anecdotal evidence, that may no longer apply, suggests that this may not be true of some other threaded BLAS implementations.

More testing is needed.
Most core linear algebra calculations use the Basic Linear Algebra 
Subroutines library (BLAS).

R has supported using a custom BLAS implementation for some time.

Both Intel and AMD provide sequential and threaded accelerated 
BLAS implementations.

Atlas and Goto’s BLAS also come in sequential and threaded versions.

Very preliminary testing suggests that the Intel threaded BLAS works 
well for small and large matrices.

Anecdotal evidence, that may no longer apply, suggests that this may 
not be true of some other threaded BLAS implementations.

More testing is needed.
Most core linear algebra calculations use the Basic Linear Algebra Subroutines library (BLAS).

R has supported using a custom BLAS implementation for some time.

Both Intel and AMD provide sequential and threaded accelerated BLAS implementations.

Atlas and Goto’s BLAS also come in sequential and threaded versions.

Very preliminary testing suggests that the Intel threaded BLAS works well for small and large matrices.

Anecdotal evidence, that may no longer apply, suggests that this may not be true of some other threaded BLAS implementations.

More testing is needed.
Most core linear algebra calculations use the Basic Linear Algebra Subroutines library (BLAS).

R has supported using a custom BLAS implementation for some time.

Both Intel and AMD provide sequential and threaded accelerated BLAS implementations.

Atlas and Goto’s BLAS also come in sequential and threaded versions.

Very preliminary testing suggests that the Intel threaded BLAS works well for small and large matrices.

Anecdotal evidence, that may no longer apply, suggests that this may not be true of some other threaded BLAS implementations.

More testing is needed.
Compilation may be useful for parallelizing vector operations:

- Many vector operations occur in compound expressions, like $\exp(-0.5*x^2)$
- A compiler may be able to fuse these operations:

This will allow gains from parallelizing compound operations on shorter vectors.
Compilation may be useful for parallelizing vector operations:

- Many vector operations occur in compound expressions, like $\exp(-0.5x^2)$
- A compiler may be able to fuse these operations:

This will allow gains from parallelizing compound operations on shorter vectors.
Compilation may be useful for parallelizing vector operations:

- Many vector operations occur in compound expressions, like $\exp(-0.5x^2)$
- A compiler may be able to fuse these operations:

This will allow gains from parallelizing compound operations on shorter vectors.
Compilation may be useful for parallelizing vector operations:

- Many vector operations occur in compound expressions, like \( \exp(-0.5 \times x^2) \)
- A compiler may be able to fuse these operations:

```
SQUARE SCALE EXP
SQUARE SCALE EXP
```

This will allow gains from parallelizing compound operations on shorter vectors.
Automated data acquisition in science and commerce is producing huge amounts of data.

*Big Data* is a hot topic in the popular and trade press.

Some categories:
- fit into memory
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- require multiple machines to store

Smaller large data sets can be handled by standard methods if enough memory is available.

Very large data sets require specialized methods and algorithms.

R should be able to smaller large data problems on machines with enough memory.
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Currently the total number of elements in a vector cannot exceed $2^{31} - 1 = 2,147,483,647$.

- This limit represents the largest possible 32-bit signed integer.
- For numeric (double precision) data this means the largest possible vector is about 16 GB.
- This is fairly large, but is becoming an issue with larger data sets with many variables on 64-bit platforms.
- Can this limit be raised without breaking too much existing R code and requiring the rewriting of too much C code?
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For all practical purposes on all current architectures the C `int` type and the FORTRAN `integer` type are 32 bit signed integers.

The R source code uses C `int` or FORTRAN `integer` types in many places that would need to be changed to a wider type.

The R memory manager is easy enough to change.

Finding all the other places in the C code implementing R where `int` would need to be changed to a wider type, and making sure it is not changed where it should not be, is hard.

External code used by R is also a problem, in particular the BLAS.
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